THE GRAM-SCHMIDT PROCESS
and QR FACTORIZATION

Given amatrix M with linearly independent columns, the following steps will yield an
orthonormal n x mmatrix Q and an upper triangular m x mmatrix R such that M = QR. Consider

the form below where M is the 2-column matrix [v; vy).
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We must find ryy, Wy r15, 2, and w, preferably in that order.

V4| mesans "the norm of vy", which is the length of the vector. For example
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If M isa3-column matrix, we can use the above values and continue by finding rys, r, 33, and
Wai.
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APPLICATIONS OF THE GRAM-SCHMIDT PROCESS

This process can be used to find an orthonor mal vector aswell. For example if we are
given 2 orthonormal vectorsin A, and wish to find the third, just pick any third vector
that is linearly independent of the other two and form a 3x3 matrix. Do aQR
factorization on thismatrix. In the result Q, will be the two origina vectors and the third
(unique) orthonormal vector.

When working with inner product spaces, substitute inner product notation where dot
products are found in the Gram-Schmidt process, i.e. where w; - v, isfound, substitute
avy, Vot (The dot product is atype of inner product.)
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